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Effective methods for the construction of Liapunov functions for
systems of linear differential equations with variable coefficients
have been developed in the works of Chetaev [1 ]. The boundaries of
the stability region, obtained with the help of these methods, have
been studied by Razumikhin {27,

A method for the construction of Liapunov functions for systems of
the stated form is proposed below which is related to the above methods.

1. Consider the system of linear differential equations

2 : d
S oouD)z=0 (=1, 0=12) (1.1)
k=1
where
235 (D) = by® (1) DE - by (1) D11 4 oo - by~ (1) D 4 byt (1) (1.2)

Introducing the functions

Lit® (£) = bj® (£) — aj® (a;(® = const) (1.3)
the operators ¢3k(D) may be represented in the form
ik (D) = fix (D) + Lix (D) (1.4

where

fie (D) = a3 0D + ap VDL . 4 aL-ND gl (1.5)
Lix (D) = 1@ (£) DE + LD () D' + o + L0 () D 4 LB (1) (1.6)

The system of differential equations (1.1) may now be written

3 i (Dyze=— 3 Lk (D)zk G=1 ., n) (1.7)
Ke=1 k=1
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Together with the system of equations (1.7), consider the system of
linear, non-homogeneous equations with constant coefficients

i Fix D)z = y; (1) (i=1,...,n) (1.8)

k=1
Denote by A (D) the determinant of the operator matrix f(D)

Iu(D) ... fa (D)
AD)y=| veer re veennn 1.9
fma(D) - .. fra(D)
The roots of the characteristic equation
A(Dy=0 (1.10)
will be denoted as follows: the real roots by « (g =1, ..., N°) the con-
Jugate complex roots by €, * iw,(h =N + 1, ..., N* + N”) the total
number of roots by N= N + 2N”, For the sake of simplicity, we will
assume that all the roots of the characteristic equation are simple. (One
could also have admitted the presence of multiple roots, but with linear
elementary divisors.)
The system of differential equations (1.8) may be transformed by
transition from the original coordinates z. to the normal coordinates
f Eonplg=1, woo, Ny h=N + 1, ..., N + N). The formulas, re-
latmg the original and the normal coordinates wﬂl be as follows [3]:

> NE” =12,
= Xk D Kkt Vo) (GTREn @)
&~=1 h—N'+1 ,
st(g) = Xj(g)xgﬂ’ st(h) == jv.ﬂ)(h) cos (Yj(h) -+ ﬁch)
Y;ph = Nt sim (y;® -+ 8%5) (1.12)

where Nje(h) = Nj(h)che; the quantities.c, and {, are determined by the

En + i&)h = cheic" (1.13)

The quantity X. (&) is the 7 'th element of the non-zero column Xg of
the adJomed matrix Fk ), constructed for the real root x_ . The quantity
N, (R ‘V]( ) - x.(h) 4 By (B) s the j'th element of the non-zero column

p of the adjoined matrix Fle, + iw,), constructed for the complex root
€, + o, The quantity m. is the order of the highest derivative of x
occurring in the system of differential equations (1.8). As has been
shown in the cited paper [ 3] by Bulgakov, the normal coordinates «f ,
& n, satisfy the following system of differential equations:
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dgg *g S\ B.(@
= xgt K&y (1) (g=1,..., N")
@ g3+[A(D)] >l (1.14)
g, . D —e — iy (h)
—-d——[ = EpCh — WpTp + 2Re [——A—TD)——']D 5h+1mh Z Bk Ye ([)
duy, D —e,—iwy h) : LN
dr = M — Onfh — 2m [ A (D) ]D—eh+iﬁ>h k=1 PO oy

Here B (e) are the elements of the row matrix B_ and, analogously,
Bk(h) the elements of the row matrix Bh' These row matrices are introduced
in order to satisfy the relations

F (xg) = X¢Byg, F(en + ion) = XpBy (1.15)

In an analogous manner, one may also construct equations in normal co-

ordinates for the system (1.7)

For this purpose, we transform the right-
hand sides of the equations (1.7)

replacing in them g by the express-
ions (1.11), which in this way become k
N’ NN
—2 Lix(Dyze = ) pig(O e+ D) [#in () En =4 vin (2) 1a] (1.16)
k=1 g~1 h=N'+1

The functions (1.16) depend linearly on the normal coordinates f
fh, 14 for the sake of brevity, we will denote them by

N'4-N"
EPJg(t) PRI (AU

)én A+ vin () M= A By Enr Ty 2)
h=N'4+1

(1.17)
Substituting in (1.14) for Yj At) the functions (1.17),

we obtain the
system of equations in normal coordlnates, equivalent to the original
system of differential equations (1.1)

dE —%g _ )
5 = e T [A(D) ]Dmx 2 B Gt e 1)@= VY
dz,

: D e —toy Bi® A, Envmny t) (1.18

a = epcp + WpTp -+ 2Re [-—A(T ]D 8h+10)h 2 k. k( gs ShyTihs ) ( )

. D—g, —iay, n . .

2 = enfih — opfy — 2Im [_Z‘E‘D—)—]D_sh.*_mh Z Br™ Ay (3¢, Eny Miny 2)
k=1

(h=N’'4+1,..., N4+ N

Like the original system (1.1)

, the system (1.18) is a system of
linear differential equations with variable coefficients

. However, for
the system of equations (1.18), one may give a simple method for the con-
struction of Liapunov functions which leads to sufficient conditions for
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the stability of the trivial solution of this system.

We seek the Liapunov function in the form
I+N"
V———~[§; EED G (1.19)

g=1 hwN/41

The function V is positive definite. Its derivative with respect to
time
N'-NT
= dt, dny,
14 —E&g - (gh T+ M ) (1.20)
g=~1 heN741
after replacing df /dt, dfh /dt, dn, /dt by their values (1.18), will
itself be a quadratlc form in the variables f Ep My ¢

NN
V= 2 [—xe+ Ve D1EF+ ) {[—en+Fan" I8+ (1.21)
=1 heN+1

4 [—en 4+ Yan™ ()] M2} + 2c10518s + 20155183 + ..o + 200 N—ababnrne -
+ 231N51”2N'+N" + 2938355 + ... + 202,N—1<§25N’+N' -+ 262N5271N'+zw +
+ oo+ 2eN—1, NENENT VNS
The coefficients c; (i $ j) of the quadratic form (1.21) are combina-
tions of the original variable coefficiernts l.k(s)(t). If all the
original coefficients l}-k(s)(t) = 0, the derivative V takes the form

. N NN
V=— z xgig? — Z en (En2 + Tr?) (1.22)
g=1 h=N'+1

In the case when all the roots of the characteristic equation (1.10)
lie in the left-half-plane, i.e. when all K g < 0, €p < 0, the derivative
V is itself a positive definite function (i e., its sign is opposite to
that of the function V), as must be the case for an asymptotically stable
system.

The quadratic form (1.21) has the discriminant

......

(4.23)

where
ey =—x 4+ ¥ (), ..., envn = —engn + Fvgnrvan" () (1.24)

The conditions for V to have a definite (positive) sign are that all
principal, diagonal minors of the discriminant (1.23) must be positive
at any instant of the time t. These conditions are also sufficient con-
ditions for the stability of the trivial solution of the system (1.1) of
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differential equations with variable coefficients.

Since the above stability conditions are sufficient, and not necessary,
we note that by varying the form of V one may sometimes extend the
stability region, obtained from the conditions for the function ¥V to have
only one sign, in the space of the parameters of the system. In order to
vary the Liapunov function, one may take it in the form

N N'4N"
Vz"?lzk§+ B(MW+%Mﬂ (1.25)
g=1 heN'41

where the coefficients p,, p,, q; must be strictly positive. The choice
of the values of the coefficients Pgr Pr» 9y may be subjected to a
definite requirement, for example, that any coefficients ¢ _ in the
quadratic form (1.21) must become zero, etc.

The choice of the coefficients a.k(s) in the expressions (1.3) must
also be subjected to the requirement of the maximum extension of the
stability region; the values of the coefficients a ,'®’ are conveniently
selected in such a manner that the region of stabiiity in the space of
the interesting parameters, obtained by help of the Liapunov function,
will be as large as possible.

2. As an example, consider the system of differential equations

: "
ax1+:l:2 zO, 11—'&'3:2—%]5$3+%12x4:0
——;J'.(t)xl "{"ng + $.3+C$3 = O, 3;; -+ Ty == 0 (2.1)

Assuming the function p(t) to be bounded and denoting by fa its
largest absolute value |pu(t)| < fa, the system (2.1) may be rewritten

. : b bk bk
ﬂx1+x2=0, .'E]f""(;” Ly — ?333"!"&"3:4:0 {2-2}

— fax, -+ cxy + i,.; + cxy == s (8) 24, a':; “tcxy =0
In this system, ~ 2fa g s{t)-= u(t) = fa < 0. For s(¢t) = 0, the

system (2.2) becomes a system of linear equations with constant coeffi-
cients with the following characteristic equation:

(D+c)[D3+cD* +b(1 —JR)D + (1 —k)be] =0 (2.3)

The roots of the algebraic equation (2.3) will lie in the left half-
plane of the complex variable D, provided f < 1. In this context, it has
been assumed that the coefficients a, b, ¢, k of the system of equations
(2.1) are positive and, in addition, that k < 1,

We confine ourselves to the case when the coefficients in (2.3) are
such that this equation has two real and one pair of conjugate complex
roots. Denote these roots by «,, k,, € * iw, where x, = - c. The
quantities x,, ¢ and w will then satisfy the relation
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(D —5) (D —2 — i) (D — & i) =D+ cD*+b (1 —fk) D + (1 — k) be (2.4)

In order to transform the system (2.1) to the new variables fl, ¢,
53, 3 which represent the normal coordinates for this system in the
case when s(t) = 0, one must, in accordance with (1.11), introduce these
variables by means of the relations

%3 (%2 ¢) . " £ A " =
= 22T R my WL Xy =E : 2.0
T = o oa - My 4 e, 3 =& %+ & (2.9)
Hab €, z 5
Ty = — o T RO R Py =25

where

w

my = 7f—l[fs-"—l— (14 /)2 + (¢ + JoP)e—co® (1 — /)]
my = a‘"l' (/32 + 2(‘3 +62 + f(02)
m= — [ o (1 + )z 4 ¢+ fo?] (2.6)

ng=— (=), 1=/%+2fe4c + fo?

The differential equations, satisfied by the new variables ¢, &,
{"3, 13 will by (1.18) have the form

@ =h
ff%: = [g+a8(t))2a +ags(t)zs + ays(t) s
2 bys (1) % + 1=+ bss (01 %+ [0+ bus (O] s 2.7)
T~ s () 5p [ — 0+ ¢58 (D] B 4+ 5+ eas (N
where

@ = AQ%%% , as == A,m,, a; = Ay,

by = A, ?’;2;(35_%{_%2. by = Agmy, by = Agm, (2.8)

ey = A4—(%'5—22, ey = Agny, ¢ = Agmg

Ay =T, (fxy + ) bk
Ag = [fe + ¢} T3 + fol ] bk 2.9
Ay ={(fe 4 )Ty — juT,] bk
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T,= 1

2T (et ) [0 — e + w?]

= ~ (2 — 1, 4-¢)
T3 - [(e—+—- c) (3—*)\’.2)—0)2]2 + {(28——){2 + C) m]g (2.10)
T, = (e + ¢) (€ — %) — w?

o {l(e+ ¢) (e —xz) — @¥> + [(28 — 2 + ¢) w]?}
Select the Liapunov function in the form
V= — (5 22+ 52 ) (2.11)
Its derivative with respect to time
d d d d
V _ (&1 El + &, d&: + £, —2 &8 3 7)3)

after substitution of the expressions for the derivatives (2.7), takes
the form

Vo= — 5y — [y + 0y5 (2)] £% — [ - bys (£)] 852 — [& -+ a8 (2)] 132 —
— (a3 + b2) 5 (2) Eofs — (@4 + c2) 5 (2) Eamz — (ba ~+ €5) 5 () B3, (2.12)

The discriminant of the quadratic form (2.12} is

— % 0 0 0
p 0 A Y0 R =) S el Y
oo ) T A7) R ek Y7 (249
0 :(—0‘2—412) s(t) b‘+c") s(t)  —e—cy s(2)

The conditions for asymptotic stability of the trivial solution of the
system of equations (2.1) are that at any instant of time t all the
principal diagonal minors of the discriminant (2.13) must be positive.
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